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# **Introduction**

The South African mining industry is facing many challenges. At the beginning of 2016 commodity prices were low (PWC, 2014; Hermanus, 2017). Where, for instance, the prices for energy minerals fell by 45% year on year from 2014 to 2015 (Group World Bank, 2016). There remain many regulatory risks (PWC, 2014, p. 15). These include policy uncertainties that affect the “real effective exchange rate” (Hlatshwayo and Saxegaard, 2016, p. 22) thus affecting the returns, the mines get from selling their commodities. Labour relations also remain strained and is a major risk to mining operations (PWC, 2014, p. 15). Strikes like the 2014 platinum strike affects not only the industry, but the South African economy as a whole (Bohlmann *et al.*, 2014). Additionally, the industry has struggled from a reduction in Research and Development spending since the 1990’s (Hermanus, 2017). Leading to a lack of innovation.

One way the South African mining industry is combatting these challenges is by following the global trend of deploying driverless haul trucks on open pit mines. Internationally, both Caterpillar and BHP have deployed driverless haul trucks to Australian mines (Hyder, Siau and Nah, 2018). This is part of a general trend to automate the mining industry (Bodin *et al.*, 2015).

The introduction of driverless haul trucks onto South African open pit mines are in its initial phases. The international telecommunications company Cisco completed the proof of concept on an unnamed South African mine in early 2018 (Moolman, 2018).

Deploying driverless haul trucks onto mines bring with it many advantages. Firstly, this form of automation has many potential economic benefits for the mine. Fewer drivers need to be employed. According to Bellamy and Pravica (2011) a haul truck driver can earn $A100000 per annum. Which would equate to significant savings for the mine.

AI-controlled haul trucks also require less fuel than manned haul trucks (Bellamy and Pravica, 2011, p. 152). Driverless haul trucks tend to have fewer waiting times because dispatch updates the AI-driver with information about how busy the road is and how long it would take to get there. Where human drivers generally drive to the next stop at maximum speed. The driverless haul truck generally paces to drive as economical as possible.

The design of open pit mines will also reap benefits from driverless haul trucks. The roads these driverless trucks require need not be as wide as roads that were designed for human operators (Bellamy and Pravica, 2011, p. 153). Narrower roads mean less road building i.e. “blasting and hauling”. In fact, the required width of the roads could potentially be reduced by a third.

Improvements in safety is another huge benefit for automating the driving process on open pit mines. There will be fewer human beings on the site, thus reducing the likelihood of injury. These machines also do not get tired. Unlike human beings that tend to be hampered by fatigue, especially during night shifts (Bellamy and Pravica, 2011, p. 153).

In cases where a machine takes over the responsibility of executing a task, that a human being used do, ethical considerations need to be considered. The ethical consequences of such a new technology might not be understood by all involved parties.

Automating haul trucks can be considered to be an easier problem than automating vehicles for public road use (Hyder, Siau and Nah, 2018, p. 2).

Driverless or autonomous vehicles are currently a hotly debated topic in academic circles.

# **Defined research focus**

The focus of this study will be limited to driverless haul trucks on open pit mines. Examples of open pit mines in Limpopo province include Venetia Diamond Mine, Mogalakena[[1]](#footnote-1) and Grootegeluk Mine[[2]](#footnote-2). In the Northern Cape there is Sishen[[3]](#footnote-3) near the town of Kathu and Finsch Diamond Mine near Kimberley. These are just some of the mines that will be asked to participate.

We will not include driverless LHD’s (Load Haul Dumper) and ADT’s (Articulated Dump Truck) in any underground mines.

# **Problem statement**

The problem statement identified for this research is, which kind of ethical problems will the introduction of driverless haul trucks, onto South African open pit mines, bring?

The influence driverless haul trucks have had, has been studied in the Australian context (Bellamy and Pravica, 2011). The study maintains that with driverless haul trucks, workers with greater skill level will be required. Thus, creating more highly skilled jobs, but the number of unskilled jobs will be reduced. Safety on the mines will also be increased for instance, due to driverless haul trucks not getting fatigued during night shifts like human operators.

A recent study (Gumede, 2018) was made to investigate the socio-economic effects of mechanizing hard rock mines in South Africa. This is the only study that we can find that describes the levels to which the people in the South African Mining industry understand some of the issues related to automation. Nevertheless, the author admitted several limitations to the study. Firstly, the study was unable to be representative of all labour unions. One labour union was unwilling to participate and another has capacity issues. For these reasons the labour unions will be excluded from this study. The focus would be only on those in the industry that will interact and be directly affected by driverless haul trucks. It is worth noting that even with a high level government program like Operation Mining Phakisa[[4]](#footnote-4), created by the Presidency, had difficulties in involving the trade union AMCU (Association of Mineworkers and Construction Union) (Hermanus, 2017, p. 815).

# **Research question**

The main research question, this proposal would like to put forward for consideration is the following:

What are the ethical consequences of introducing driverless haul trucks onto South African open pit mines on South African open pit miners?

Whether or not automation will increase the profitability of the mine will not be considered. As this does not necessarily affect the miners since these profits might not make it into the hands of the general open pit miner.

# **Research sub questions**

The first research sub question will be:

How will the safety of mines be affected?

In various studies (Bellamy and Pravica, 2011, p. 153; Gumede, 2018, p. 2) it is stated that there will be safety improvements with mechanization. This must be shown to be true with driverless haul trucks on South African open pit mines.

The second research sub question will be:

How will the socio-economic situation of miners be affected?

# **Research objectives**

# **Literature Review**

## **Introduction**

The development of new technologies, that give rise to new ethical concerns, is not a new phenomenon unique to the 20th or 21st centuries. In 1890, Warren and Brandeis produced the seminal paper “The Right to Privacy” (Warren and Brandeis, 1890). Regarding the new privacy concerns with regards to new development is photographic and printing technologies.

Cybernetics, developed by Norman Wiener in the 1950s, can be regarded as the foundational discipline for Computer Ethics. (Floridi, 2015, p. 91) His new discipline covered many of the same topics that we would today regard as central to Computer Ethics. These include access to computers for people with disabilities, computer security, professionalism in computing, unemployment due to computing, automation and many more. (Bynum, 2016)

The Computer ethics of today covers a broad range of topics including: security, privacy, copyright as in computer “piracy”, access to computing for the disabled, environmental impact and sustainability of computing systems and research ethics, etc. Of these, privacy, is currently the most discussed topic in the field (Stahl *et al.*, 2016, p. 3,28). The term “Computer Ethics”, has its origins with Walter Maner (Maner, 1980; Bynum, 2016).

## **Definition of Ethical Computing**

The Cambridge Dictionary of Philosophy defines ethics as “the philosophical study of morality” (Audi, 1999). Therefore, Ethical Computing relates to the study of morality as it relates to Computing. In simple terms, morality can be thought of as the study of what is right and what is wrong.

James H, Moor defines Computer ethics as “… the analysis of the nature and social impact of computer technology and the corresponding formulation and justification of policies for the ethical use of such technology” (Moor, 1985, p. 266).

There are a few competing ethical theories used in Computer Ethics.

Firstly, we can classify these ethical theories into a couple of categories namely Consequentialism, Deontology and Virtue ethics. All of which are Normative ethical theories and try to determine what ought to be done in ethically challenging situations and is thus a prescriptive in nature (Stahl *et al.*, 2016, p. 4).

In Consequentialism, whether an action can be classified as either good or bad, i.e. ethical, depends on the consequences of the action in question. The most prominent consequentialist theory is utilitarianism. Which can be described as doing the most amount of good to the largest amount of people (Stahl *et al.*, 2016, p. 4).

Deontology on the other hand holds that the intention of agent doing the action determines whether it is ethical or not (Stahl *et al.*, 2016, p. 4). The name comes from the Greek for “duty”. The most famous deontological theory is Kantianism. Named after its creator, the 18th century German philosopher Immanuel Kant (Stahl, 2012, p. 641).

Where in virtue ethics, morality depends on the individual character (Stahl, Eden and Jirotka, 2013). An example of this kind of work is Wiltshire (2015), where an attempt is made to develop an artificial agent with “heroic” attributes (Stahl *et al.*, 2016, p. 4).

A prominent theory is Luciano Floridi’s theory of Information ethics (Stahl *et al.*, 2014, p. 812). Floridi’s theory is an ontology of information. Everything can be fundamentally seen as information with an emphasis on the relationship between information agents (Ess, 2008, pp. 160–161). As Floridi puts it “moral actions are the result of complex interactions among distributed systems integrated on a scale larger than the single human being” (Floridi, 2008, p. 198). In a system with such “Distributed Morality”, the criterion for judging the morality is not the action of each component, but rather on the impact on the larger environment this system is in. This is because in such a system, individual agents can be morally neutral, e.g. a GPS System or AI Driver, and thus complicating the ability to judge morality on the agent level (Floridi, 2013, pp. 727–731).

The “trolley problem” is a thought experiment that is used often in computer ethics literature to discuss some of the problems related to self-driving vehicles (Hevelke and Nida-Rümelin, 2015; Wilson and Scheutz, 2015; Frison, Wintersberger and Riener, 2016; Nyholm and Smids, 2016; Wiseman and Grinberg, 2018). This thought experiment was first introduced in Foot (1967). There have been many versions of the “trolley problem” since then. At its core, the “trolley problem” describes a situation where there are a group of people on a track or road. A vehicle is hurtling towards the group at speed. If there is no intervention then the vehicle will hit the group of people, killing them. The vehicle has an alternative path it could take. Either a side road, sidewalk or side track. Also, there is a single human being on this alternative path. For the vehicle to take this alternative path there must be some action taken to put the vehicle on the alternate path. The ethical dilemma is that when no action is taken a lot of people will die, and if action is taken, the person or agent, taking the action will be directly responsible for someone’s death. (Bonnefon, Shariff and Rahwan, 2016)

According to utilitarian ethics, the action should always be performed, because it will benefit more people by minimizing the number of casualties. Bonnefon et al. (2016) is a study into what would be people’s preference. In general, people preferred a utilitarian ethic where few people would be sacrificed for the good of many. Except where they would be the person that would be sacrificed. Then the respondents preferred a solution where they would survive. Bonnefon et al. (2016) suggests that a potential solution is government regulation. As people are forced by government regulation to immunize their children, the public can be forced to adopt vehicles that follow utilitarian algorithms and might decide to kill its occupants. This form of government regulation is supported by Gogol and Műller (2017, pp. 694–696).

SAE International, an international, professional and standards organization for automotive and aerospace industries, have a standard to classify the level of automation of a vehicle. This system has already been adopted by the US National Highway Traffic Safety Administration (NHTSA, 2016, p. 9). It consists of SAE Level 0 to SAE Level 5, where a SAE Level 0 vehicle contains no automation and SAE Level 5 where the vehicle is fully automated under all conditions.

The socio-economic implications of driverless vehicles are discussed frequently in the (Bellamy and Pravica, 2011; Arntz, Gregory and Zierahn, 2016; Sousa *et al.*, 2017; Abbot and Bogenschneider, 2018; Levy, 2018). These effects are usually discussed in terms of driverless automobiles, road going trucks or automation in general. While literature does exist on the socio-economic implications of automation of South African hard rock mines (Gumede, 2018), no literature can be found on automation of haul trucks on South African open pit mines.
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A haul truck is significantly larger than a car. Is there literature tat compares the size and the ethics?

## **Importance of Ethical Computing**

In our society we are constantly inundated with ethical dilemmas in the Information and Communication Technology sector. From issues about privacy and consent (Carter, Laurie and Dixon-Woods, 2015; de Bruin and Floridi, 2017) to copyright infringement (Chiou, Wan and Wan, 2012, p. 108). Most prominent are issues relating to privacy. Examples are the 2010 cyber-attack on Gmail and the NSA spying scandal of 2013 (de Bruin and Floridi, 2017, p. 22).

The reason why we need ethical theory is because people have an innate sense of right and wrong (Stahl, 2012, pp. 638–640). What is right or wrong? Can differ between nationalities, groups or peoples. These ideas need to be openly discussed and reasoned about, but there needs to be agreement on what is regarded right or wrong.

As previously mentioned, according to Moor, it is policy vacuums that create computer ethics problems (Moor, 1985, p. 266). RRI can be used to develop policies for how researchers are to respond to the consequences of their ICT research and innovation (Eden, Jirotka and Stahl, 2013, p. 1). This approach has become prominent in Europe where it will underpin Horizon 2020, the European research framework (Stahl, 2013, p. 1).

Incorporating values in the design from the outset can have a bearing on the successfulness of the project. The Google Glass project was tested in 2014 and did not seem to consider the ethical problems associated with the technology and how society would react to it. Many people were concerned about how much this new technology would infringe upon their privacy. This led to the project being stopped in 2015 (Van Den Hoven, 2017, p. 71).

The design process of technological devices and technologies incorporates certain ethical assumptions into the device or technology. These assumptions can be unknowingly added by the developer. Value-sensitive design (VSD) as a field of study tries to make values a key part of the technological design process. In a sense making any ethical views built into the system known. This field of study started at Stanford in the 1970s (Van Den Hoven, 2017, p. 69). Some believe that VSD can support RRI and that RRI can benefit from the knowledge gained in the VSD field (Simon, 2016, p. 220).

When an ICT system breaks or does something society sees as immoral, the developers of that system are usually blamed (Kraemer, van Overveld and Peterson, 2011, p. 251). This is justified when the developers have control over the actions of the ICT system (Matthias 2004). But, this becomes a problem in systems based on learning, for example, machine learning algorithms like neural networks. Here the developer does not understand everything about how the system reaches certain conclusions. Is the developer now responsible for an outcome they could not have foreseen or at least was very difficult to foresee? Answers to this ethical dilemma is required. The field of computer ethics have not found a consensus to this dilemma, but many agree that more research is needed.

## **Some guidelines on being ethical within the computing environment**

One study (Van Den Hoven, 2017, pp. 66–70) felt that researchers and developers in the Information and communications technology (ICT) industry needs to understand that moral assumptions are made during the development of new technology and products. The researcher or developer brings in their own “views and values” into the product. The product is thus not “morally neutral”. The development process requires that ethical issues be brought up early. The earlier in the development life cycle these considerations are addressed, the easier it is to make the necessary changes. Additionally, these ethical requirements should be put on par with the other non-ethics related requirements and not regarded as secondary or less important requirements.

Governance of RRI needs to be “reflective”. Persons in charge of overseeing the RRI process, should ensure that the process “reflect(s) upon its own assumptions, presuppositions and required consequences”. This needs to be applied to different views there currently is on privacy and to what extend privacy is wanted or needed (Stahl, 2013; Stahl, Eden and Jirotka, 2013).

The most discussed topic in computer ethics literature is privacy (Stahl *et al.*, 2016, p. 22). One form of privacy is Data Protection. This can be enabled through an electronic privacy policy when paper based policies fail (Mizani and Baykal, 2007, p. 695).

While in the European Union, Data Protection is a “fundamental right” according to Article 8(1) of the Charter of Fundamental rights of the European Union (European Union, 2012). This right will be enforced through the new General Data Protection Regulation (GDPR) (European Union, 2016). According to Stahl (2013, p. 712) these regulations prove that technological issues can be regulated by using the democratic process.

Even though standardizing ethical approaches through policy or legislation has benefits, this can lead to a reduction in researcher’s engagement with ethical decision making. This leads to a “tick-box” approach to ethics (Leonelli, 2018, p. 7) and becomes an uninteresting daily task that must be performed. What is needed is for researchers to ask more questions and critically evaluate each ethical problem that arises (Leonelli, 2018, p. 10).

## **Conclusion**

Ethics of computing is a large vibrant field with many competing theories trying to explain ethical approaches to issues in the ICT field. Ethics in computing remains relevant and influences our lives with topics reaching the mass media, like the Google Glass fiasco of 2014 or the Cambridge Analytica scandal of 2018.

The European Union is on the forefront of the implementation of RRI and all the fruits of their labour remains to be seen.

More research needs to be done to solve problems like privacy in social media or who is ethically responsible for computer agents developed with neural networks where responsibility can be difficult to assign.

Ethics of computing remains relevant and requires more attention.

# **Research strategy**

This study will use the epistemological stance of interpretivism. We will follow this stance because what is considered ethical can differ between different groups of people (Stahl, 2012, pp. 638–640). A deductive approach will be followed since a lot of theory already exist for this topic as outlined in the literature review. We will be gathering a lot of data on the mines and their employees. This will be simplified by using surveys (Sapsford, 2007). Quantitative methods will be used since the surveys will ask quantifiable questions that are not rooted in opinion or experience. This will also be a longitudinal study, because how driverless haul trucks affect miners will be a process that will take many years to complete.

# **Data collection**

There will be 2 efforts of data collection. The first will gather data from the mines to see how they have been affected by the automation of haul trucks. Secondly, several individuals from the mines will be queried on how they have been personally affected.

This study will not include asking trade unions for input. This study focusses on the miners and does not focus how well these miners are represented. Also, it is known that it is very difficult to get involvement from some of the South African mining trade unions (Hermanus, 2017, p. 815; Gumede, 2018, p. 8).

## **Data collection from mines**

A representative from each mine in the study will be asked questions in a survey including the following:

* How many haul trucks do they operate and how many of them are driverless? This includes how many are operational and in use and not just the total number in the mine’s inventory. Knowing how many haul trucks a mine operates, gives a baseline reading on the economic activity on the mine. The number of haul trucks could vary due to external factors. For instance, there could be an economic turndown and the number of haul trucks needed could be affected. This will help during the analysis stage to help interpret the data independent of such external factors.
* How many drivers do the mine currently employed? This is to establish how many driver jobs were lost in the period surveyed.
* How many haul truck maintenance and operational personnel do the mine employ? It is believed that new jobs will be created during the automation process (Gumede, 2018, p. 3). These metrics will help to determine the job creation that took place on the mine.
* How much has automation increased the viability of the mine? This includes asking how the forecast lifetime of the mine changed in the year and what the new cost per ton is. Automated haul trucks can increase the viability of a mine by increasing its productivity (Bellamy and Pravica, 2011, p. 154). As the cost per ton drops, sections of a mine that was considered uneconomic to mine can become a viable mining resource.
* The mine will be asked several safety related questions. How many haul truck accidents occurred in the last year? Also, how has the severity of these accidents changed? These are pertinent since one of the main believed benefits of automation, is an increase in safety (Bellamy and Pravica, 2011, p. 153). This is one of the key motivations for implementing this form of automation.

## **Data collection from miners**

Miners will be given a standardized questionnaire relating to how driverless haul trucks have affected them. They will be given the same questionnaire annually for a period of 5 years. The mines will be asked several questions including the following:

* Is the mine worker still employed on the mine, and if not, why? The worker can leave the mine for various reasons. They could leave for personal reasons, they could be dismissed due to misconduct or retrenched due to being replaced by driverless haul trucks.
* What is the miner’s position on the mine? It needs to be established if this person’s job description is related to haul trucks and the moving of earth on the mine. This can also be very illuminating in the case where haul truck drivers are moved to new positions. If the miner’s position changed, they will be asked if it is due to their job being replaced by a driverless haul truck.
* What is the mine workers current annual salary? This information might be more difficult to collect since not all miners might remember what their annual salary is at the time.

How much do you believe automation will save jobs in the long run? In Gumede (2018, p. 6) more educated respondents believed automation will save jobs in the long run. This question needs to be asked to a larger number of respondents.

# **Data analysis**

This study will be able to determine how much more viable the surveyed mines have become due to automation. It will not be able to gather information on mines, that were closed due to not being economically viable and can be reopened when the cost per ton has dropped to the required levels. Because, these mines will not be part of the study and will not be known at the beginning of the study. The same holds for new mines.

The sampling error needs to be computed for all the data compiled from all the miners for each year as described in Sapsford (2007).

The following variables will be used for data analysis and will be directly form the surveys:

* The number of driverless haul trucks on a mine (Nd).
* The number of haul trucks on a mine (Nh).
* The number of surveyed miners on a mine (Nm)
* The salary of each miner (S)
* The number of haul truck related accidents on a mine (A)

These variables will be calculated

* Median salary of the surveyed miners on the mine (Sm). The median salary is used to protect against outliers. Calculating the mean is very sensitive to outliers (Ali and Bhaskar, 2016).
* The proportion of driverless haul trucks to haul trucks on a mine (P). This normalization protects the analysis against variations in production. The number of haul trucks a mine uses may be influenced by production issues that are independent of the usage of driverless haul trucks. For example, more trucks are added due to a sudden spike in the price of the commodity the mine in mining.

Descriptive statistics will be applied to this data (Ali and Bhaskar, 2016). We then calculate mean median and mode for this data.

Discuss any bias (measurement,selection,recall,interviewer)

# **Data verification**

Most of the literature included in this proposal, when relating to automation, relates to driverless cars and trucks (Fröhlich *et al.*, 2018; Hyder, Siau and Nah, 2018). The problem of driverless cars will affect many more people than driverless haul trucks due to the sheer number of vehicles on the road contrasted to the relatively low amount of haul trucks on mines. Which would to a certain extent explain the difference in the amount of literature available.

Haul trucks differ from cars and road going trucks in 3 main aspects.

* Haul trucks tend to be much larger than cars or road going trucks (CAT, 2018).
* The maximum speeds involved in haul trucks are lower than those of cars and road going trucks. For instance, the CAT 793F has a maximum speed of 60km/h (CAT, 2018).
* Haul trucks operate in large mines with fewer other vehicles and pedestrians.

Haul trucks are still affected by the trolley problem because they are still vehicles driving at speed in an environment with other vehicles and pedestrians. Also, their automation will mean that there is less of a need for haul truck drivers. Just as automating cars mean fewer driving jobs.

# **Ethical consideration**

## **Protecting the rights of the participants**

Sensitive information regarding miners financial and medical status will be gathered by this study. The mines will also be giving sensitive information in the form of layoffs etc. Efforts need to be made to ensure the security of this information. Before the data is given for data analysis, the data needs to be anonymised. Only then can the data be analyzed or published. Interviewers will facilitate the answering of questionnaires and should hand over the questionnaires to the study leader as soon as possible. Access to the raw data i.e. questionnaires will be restricted. After processing the questionnaires will be stored in a safe location with only the study leader and supervisor having access.

## **Protecting the rights of the institution**

The rights of the University of South Africa (UNISA) needs to be protected. This will be achieved in several ways. The School of Computing Ethics sub-committee will have to give clearance for this research. The university will also retain the right to cancel this research project at any point. Also, each step of the research process will be under the strict guidance of a research supervisor, appointed by the university.

## **Scientific integrity of the research**

To maintain scientific integrity the researchers will declare any previous contact or conflict of interest with the miners or the mining companies. As previously stated, the personal data of the miners will be kept in a safe location with minimal access. At no point will any of the researchers contact the media to promote the research or hand the raw data over for public consumption. This research will only be published in reputable peer-reviewed journals.

# **Conclusion**
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# **Appendix C**

1. A platinum mine [↑](#footnote-ref-1)
2. A coal mine [↑](#footnote-ref-2)
3. An iron ore mine [↑](#footnote-ref-3)
4. Phakisa means swiftly or accelerate [↑](#footnote-ref-4)